
21. Car Data Refer to Data Set 22 in Appendix B. If one of the 20 cars is randomly se-
lected, find the probability that it has a manual transmission or is a 6-cylinder car.

22. Smoking and Gender Refer to Data Set 4 in Appendix B. If one of the 107 study sub-
jects is randomly selected, find the probability of getting a male or someone who
smokes.

23. Poll Resistance Pollsters are concerned about declining levels of cooperation among
persons contacted in surveys. A pollster contacts 84 people in the 18–21 age bracket
and finds that 73 of them respond and 11 refuse to respond. When 275 people in the
22–29 age bracket are contacted, 255 respond and 20 refuse to respond (based on data
from “I Hear You Knocking but You Can’t Come In,” by Fitzgerald and Fuller, Socio-
logical Methods and Research, Vol. 11, No. 1). Assume that 1 of the 359 people is
randomly selected. Find the probability of getting someone in the 18–21 age bracket
or someone who refused to respond.

24. Poll Resistance Refer to the same data set as in Exercise 23. Assume that 1 of the 359
people is randomly selected, and find the probability of getting someone who is in the
18–21 age bracket or someone who responded.

3-3 Beyond the Basics

25. Determining Whether Events Are Disjoint
a. If P(A) 5 3 11, P(B) 5 4 11 and P(A or B) 5 7 11, what do you know about

events A and B?
b. If P(A) 5 5 18, P(B) 5 11 18, and P(A or B) 5 13 18, what do you know about

events A and B?

26. Disjoint Events If events A and B are disjoint and events B and C are disjoint, must
events A and C be disjoint? Give an example supporting your answer.

27. Exclusive Or How is the addition rule changed if the exclusive or is used instead of
the inclusive or? In this section it was noted that the exclusive or means either one or
the other, but not both.

28. Extending the Addition Rule The formal addition rule included in this section ex-
pressed the probability of A or B as follows: P(A or B) 5 P(A) 1 P(B) 2 P(A and B).
Extend that formal rule to develop an expression for P(A or B or C). (Hint: Draw a
Venn diagram.)

3-4 Multiplication Rule: Basics

In Section 3-3 we presented the addition rule for finding P(A or B), the probability
that a trial has an outcome of A or B or both. The objective of this section is to de-
velop a rule for finding P(A and B), the probability that event A occurs in a first
trial and event B occurs in a second trial.

>>>

>>>
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In Section 3-3 we associated or with addition; in this section we will associate and
with multiplication. We will see that P(A and B) involves multiplication of proba-
bilities and that we must sometimes adjust the probability of event B to reflect the
outcome of event A.

Probability theory is used extensively in the analysis and design of standard-
ized tests, such as the SAT, ACT, LSAT (for law), and MCAT (for medicine). For
ease of grading, such tests typically use true false or multiple-choice questions.
Let’s assume that the first question on a test is a true false type, while the second
question is a multiple-choice type with five possible answers (a, b, c, d, e). We
will use the following two questions. Try them!

1. True or false: A pound of feathers is heavier than a pound of gold.

2. Among the following, which had the most influence on modern society?

a. The remote control

b. This book

c. Computers

d. Sneakers with heels that light up

e. Hostess Twinkies

The answers to the two questions are T (for “true”) and c. (The first question is
true. Weights of feathers are expressed in avoirdupois pounds, but weights of gold
are expressed in troy pounds.) Let’s find the probability that if someone makes
random guesses for both answers, the first answer will be correct and the second
answer will be correct. One way to find that probability is to list the sample space
as follows:

T,a T,b T,c T,d T,e

F,a F,b F,c F,d F,e

If the answers are random guesses, then the 10 possible outcomes are equally
likely, so

P(both correct) 5 P(T and c) 5 5 0.1

Now note that P(T and c) 5 1 10, P(T) 5 1 2, and P(c) 5 1 5, from which we
see that

so that

P(T and c) 5 P(T) 3 P(c)

1

10
5

1

2
?

1

5

>>>

1

10

>
>
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Notation

P(A and B) 5 P(event A occurs in a first trial and event B occurs in a second
trial)

Convicted by
Probability
A witness described a Los Angeles

robber as a Caucasian woman

with blond hair in a ponytail who

escaped in a yellow car driven by

an African-American male with a

mustache and beard. Janet and

Malcolm Collins fit this descrip-

tion, and they were convicted

based on testimony that there is

only about 1 chance in 12 million

that any couple would have these

characteristics. It was estimated

that the probability of a yellow

car is 1 10, and the other proba-

bilities were estimated to be 1 4,

1 10, 1 3, 1 10, and 1 1000.

The convictions were later over-

turned when it was noted that no

evidence was presented to support

the estimated probabilities or the

independence of the events. How-

ever, because the couple was not

randomly selected, a serious error

was made in not considering the

probability of other couples being

in the same region with the same

characteristics.

>>>>
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a

b

c

d

e

T

a

b

c

d

e

F

Ta

Tb

Tc

Td

Te

Fa

Fb

Fc

Fd

Fe

2 5 10� �

FIGURE 3-8 Tree Diagram
of Test Answers

This suggests that, in general, P(A and B) 5 P(A) ? P(B), but let’s consider another
example before making that generalization.

For now, we note that tree diagrams are sometimes helpful in determining the
number of possible outcomes in a sample space. A tree diagram is a picture of the
possible outcomes of a procedure, shown as line segments emanating from one
starting point. These diagrams are helpful in counting the number of possible out-
comes if the number of possibilities is not too large. The tree diagram shown in
Figure 3-8 summarizes the outcomes of the true false and multiple-choice ques-
tions. From Figure 3-8 we see that if both answers are random guesses, all 10
branches are equally likely and the probability of getting the correct pair (T, c) is
1 10. For each response to the first question, there are 5 responses to the second.
The total number of outcomes is 5 taken 2 times, or 10. The tree diagram in Figure
3-8 illustrates the reason for the use of multiplication.

>

>

3-4 Multipl ication Rule: Basics 141

Perfect SAT
Score
If an SAT subject is randomly se-

lected, what is the probability of

getting someone with a perfect

score? What is the probability of

getting a perfect SAT score by

guessing? These are two very dif-

ferent questions.

In a recent year, approxi-

mately 1.3 million people took the

SAT, and only 587 of them re-

ceived perfect scores of 1600, so

there is a probability of 587 �

1.3 million, or about 0.000452 of

randomly selecting one of the test

subjects and getting someone with

a perfect score. Just one portion of

the SAT consists of 35 multiple-

choice questions, and the proba-

bility of answering all of them

correct by guessing is (1 5)35,

which is so small that when writ-

ten as a decimal, 24 zeros follow

the decimal point before a nonzero

digit appears.

>

continued

Our first example of the true false and multiple-choice questions suggested
that P(A and B) 5 P(A) ? P(B), but the next example will introduce another impor-
tant element.

EXAMPLE Genetics Experiment Mendel’s famous hybridization ex-
periments involved peas, like those shown in Figure 3-3, introduced in Section
3-3 and reproduced on the next page. If two of the peas shown in Figure 3-3
are randomly selected without replacement, find the probability that the first
selection has a green pod and the second selection has a yellow pod. (We can
ignore the colors of the flowers on top.)

SOLUTION

First selection: P(green pod) 5 8 14 (because there are 14 peas, 8 of

which have green pods)

Second selection: P(yellow pod) 5 6 13 (there are 13 peas remaining, 6

of which have yellow pods)

>

>

>
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Notation for Conditional Probability

P(B k A) represents the probability of event B occurring after it is assumed that
event A has already occurred. (We can read B k A as “B given A.”)

Two events A and B are independent if the occurrence of one does not affect the
probability of the occurrence of the other. (Several events are similarly indepen-
dent if the occurrence of any does not affect the probabilities of the occurrence
of the others.) If A and B are not independent, they are said to be dependent.

D e f i n i t i o n s

With P(first pea with green pod) 5 8 14 and P(second pea with yellow pod) 5
6 13, we have

P(1st pea with green pod and 2nd pea with yellow pod)

The key point is that we must adjust the probability of the second event to re-
flect the outcome of the first event. Because the second pea is selected without
replacement of the first pea, the second probability must take into account the re-
sult of a pea with a green pod for the first selection. After a pea with a green pod
has been selected on the first trial, only 13 peas remain and 6 of them have yel-
low pods, so the second selection yields this: P(pea with yellow pod) 5 6 13.>

5
8

14
?

6

13
< 0.264

>
>

Lottery Advice

New York Daily News columnist
Stephen Allensworth recently
provided tips for selecting num-
bers in New York State’s Daily
Numbers game. In describing a
winning system, he wrote that
“it involves double numbers
matched with cold digits. (A
cold digit is one that hits once
or not at all in a seven-day pe-
riod.)” Allensworth proceeded
to identify some specific num-
bers that  “have an excellent
chance of being drawn this
week.”

Allensworth assumes that
some numbers are  “overdue,”
but the selection of lottery
numbers is independent of past
results. The system he describes
has no basis in reality and will
not work. Readers who follow
such poor advice are being mis-
led and they might lose more
money because they incorrectly
believe that their chances of
winning are better.

This example illustrates the important principle that the probability for the
second event B should take into account the fact that the first event A has already
occurred. This principle is often expressed using the following notation.

FIGURE 3-3 Peas Used in a Genetics Study



For example, playing the California lottery and then playing the New York
lottery are independent events because the result of the Californian lottery has ab-
solutely no effect on the probabilities of the outcomes of the New York lottery. In
contrast, the event of having your car start and the event of getting to class on time
are dependent events, because the outcome of trying to start your car does affect
the probability of getting to class on time.

Using the preceding notation and definitions, along with the principles illus-
trated in the preceding examples, we can summarize the key concept of this sec-
tion as the following formal multiplication rule, but it is recommended that you
work with the intuitive multiplication rule, which is more likely to reflect under-
standing instead of blind use of a formula.
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Formal Multiplication Rule

P(A and B) 5 P(A) � P(B k A)

Intuitive Multiplication Rule

When finding the probability that event A occurs in one trial and event B oc-
curs in the next trial, multiply the probability of event A by the probability of
event B, but be sure that the probability of event B takes into account the pre-
vious occurrence of event A.

If A and B are independent events, P(B k A) is really the same as P(B). (For fur-
ther discussion about determining whether events are independent or dependent,
see the subsection “Testing for Independence” in Section 3-5. For now, try to un-
derstand the basic concept of independence and how it affects the computed prob-
abilities.) See the following intuitive multiplication rule. (Also see Figure 3-9.)

No

Yes
Are&

A and B&
independent&

?

P (A and B) � P (A) � P (B | A)

P (A and B) � P (A) � P (B)

P (A and B)&
Multiplication rule

FIGURE 3-9 Applying the
Multiplication Rule



EXAMPLE Damaged Goods Telektronics manufactures computers,
televisions, CD players, and other electronics products. When shipped items
are damaged, the causes of the damage are categorized as water (W), crushing
(C), puncture (P), or carton marking (M). Listed below are the coded causes of
five damaged items. A quality control analyst wants to randomly select two
items for further investigation. Find the probability that the first selected item
was damaged from crushing (C) and the second item was also damaged from
crushing (C). Assume that the selections are made (a) with replacement; (b)
without replacement.

W C C P M

SOLUTION
a. If the two items are selected with replacement, the two selections are inde-

pendent because the second event is not affected by the first outcome. In
each of the two selections there are two crushed (C) items among the five
items, so we get

P(first item is C and second item is C) 5 or 0.16

b. If the two items are selected without replacement, the two selections are
dependent because the second event is affected by the first outcome. In the
first selection, two of the five items were crushed (C). After selecting a
crushed item on the first selection, we are left with four items including one
that was crushed. We therefore get

P(first item is C and second item is C) 5 or 0.1

Note that in this case, we adjust the second probability to take into account the
selection of a crushed item (C) in the first outcome. After selecting C the first
time, there would be one C among the four items that remain.

So far we have discussed two events, but the multiplication rule can be easily
extended to several events. In general, the probability of any sequence of indepen-
dent events is simply the product of their corresponding probabilities. For exam-
ple, the probability of tossing a coin three times and getting all heads is 0.5 ? 0.5 ?
0.5 5 0.125. We can also extend the multiplication rule so that it applies to several
dependent events; simply adjust the probabilities as you go along. For example,
the probability of drawing four different cards (without replacement) from a shuf-
fled deck and getting all aces is

Part (b) of the last example involved selecting items without replacement, and
we therefore treated the events as being dependent. However, it is a common prac-
tice to treat events as independent when small samples are drawn from large pop-
ulations. In such cases, it is rare to select the same item twice. Here is a common
guideline:

4

52
?

3
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2
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1
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5
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1

4
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2
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5

1
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2

5
?

2

5
5

4
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Independent Jet
Engines
Soon after departing from Miami,

Eastern Airlines Flight 855 had

one engine shut down because of a

low oil pressure warning light. As

the L-1011 jet turned to Miami

for landing, the low pressure

warning lights for the other two

engines also flashed. Then an en-

gine failed, followed by the failure

of the last working engine. The jet

descended without power from

13,000 ft to 4000 ft when the

crew was able to restart one en-

gine, and the 172 people on board

landed safely. With independent

jet engines, the probability of all

three failing is only 0.00013, or

about one chance in a trillion. The

FAA found that the same me-

chanic who replaced the oil in all

three engines failed to replace the

oil plug sealing rings. The use of a

single mechanic caused the opera-

tion of the engines to become de-

pendent, a situation corrected by

requiring that the engines be ser-

viced by different mechanics.

bounce03.html?2_1
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If a sample size is no more than 5% of the size of the population, treat
the selections as being independent (even if the selections are made
without replacement, so they are technically dependent).

Pollsters use this guideline when they survey roughly 1000 adults from a popula-
tion of millions. They assume independence, even though they sample without re-
placement. The following example is another illustration of the above guideline.
The following example also illustrates how probability can be used to test a claim
made about a population. It gives us some insight into the important procedure of
hypothesis testing that is introduced in Chapter 7.

EXAMPLE Quality Control A production manager for Telektronics
claims that her new process for manufacturing DVDs is better because the rate
of defects is lower than 3%, which had been the rate of defects in the past. To
support her claim, she manufactures a batch of 5000 DVDs, then randomly se-
lects 200 of them for testing, with the result that there are no defects among the
200 selected DVDs. Assuming that the new method has the same 3% defect
rate as in the past, find the probability of getting no defects among the 200
DVDs. Based on the result, is there strong evidence to support the manager’s
claim that her new process is better?

SOLUTION The probability of no defects is the same as the probability
that all 200 DVDs are good. We therefore want to find P(all 200 DVDs are
good). We want to assume a defect rate of 3% to see if the result of no defects
could easily occur by chance with the old manufacturing process. If the defect
rate is 3%, we have P(good DVD) 5 0.97. The selected DVDs were chosen
without replacement, but the sample of 200 DVDs is less than 5% of the popu-
lation of 5000, so we will treat the events as if they are independent. We get
this result:

P(1st is good and 2nd is good and 3rd is good . . . and 200th is good)

5 P(good DVD) ? P(good DVD) ? . . . ? P(good DVD)

5 0.97 ? 0.97 ? . . . ? 0.97

5 0.97200 5 0.00226

The low probability of 0.00226 indicates that instead of getting a very rare out-
come with a defect rate of 3%, a more reasonable explanation is that no defects
occurred because the defect rate is actually less than 3%. Because there is such
a small chance (0.00226) of getting all good DVDs with a sample size of 200
and a defect rate of 3%, we do have sufficient evidence to conclude that the
new method is better.

We can summarize the fundamentals of the addition and multiplication rules as
follows:

� In the addition rule, the word “or” in P(A or B) suggests addition. Add P(A)
and P(B), being careful to add in such a way that every outcome is counted
only once.
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Redundancy

Reliability of systems can be
greatly improved with redun-
dancy of critical components.
Race cars in the NASCAR Win-
ston Cup series have two igni-
tion systems so that if one fails,
the other can be used. Airplanes
have two independent electrical
systems, and aircraft used for in-
strument flight typically have
two separate radios. The follow-
ing is from a Popular Science ar-
ticle about stealth aircraft: “One
plane built largely of carbon
fiber was the Lear Fan 2100
which had to carry two radar
transponders. That’s because if
a single transponder failed, the
plane was nearly invisible to
radar.” Such redundancy is an
application of the multiplica-
tion rule in probability theory.
If one component has a 0.001
probability of failure, the prob-
ability of two independent com-
ponents both failing is only
0.000001.

bounce03.html?2_4


� In the multiplication rule, the word “and” in P(A and B) suggests multipli-
cation. Multiply P(A) and P(B), but be sure that the probability of event B
takes into account the previous occurrence of event A.

3-4 Basic Skills and Concepts
Identifying Events as Independent or Dependent. In Exercises 1 and 2, for each given
pair of events, classify the two events as independent or dependent.

1. a. Rolling a die and getting a 5
Flipping a coin and getting heads

b. Randomly selecting a TV viewer who watches Monday Night Football
Randomly selecting a second TV viewer who watches Monday Night Football

c. Wearing plaid shorts with black socks and sandals
Asking someone on a date and getting a positive response

2. a. Finding that your calculator is not working
Finding that your refrigerator is not working

b. Finding that your kitchen light is not working
Finding that your refrigerator is not working

c. Drinking until your driving ability is impaired
Being involved in a car crash

3. Coin and Die Find the probability of getting the outcome of tails and 3 when a coin is
tossed and a single die is rolled.

4. Letter and Digit A new computer owner creates a password consisting of two charac-
ters. She randomly selects a letter of the alphabet for the first character and a digit (0,
1, 2, 3, 4, 5, 6, 7, 8, 9) for the second character. What is the probability that her pass-
word is “K9”? Would this password be effective as a deterrent against someone trying
to gain access to her computer?

5. Applying the Multiplication Rule If two of the items shown below are randomly se-
lected, find the probability that both items are colored green. These items are used in
tests of perception.

red yellow green red blue yellow

a. Assume that the first item is replaced before the second item is selected.
b. Assume that the first item is not replaced before the second item is selected.

6. Applying the Multiplication Rule Using the same seven items from Exercise 5, find
the probability of randomly selecting three items and getting one that is colored red
on the first selection, one that is colored green on the second selection, and an item
that is colored blue on the third selection.
a. Assume that each item is replaced before the next one is selected.
b. Assume that none of the selected items is replaced before the others are selected.

7. Defective Gas Masks Time magazine reported that when 19,218 gas masks from
branches of the U.S. military were tested, it was found that 10,322 were defective
(based on data from the World Health Organization). If further investigation begins

146 CHAPTER 3 Probabil ity


	An Addison-Wesley product: 
	 Copyright © 2004, Pearson Education, Inc: An Addison-Wesley product. Copyright © 2004, Pearson Education, Inc.

	Active Stats: 
	VIDEO: 
	YOU TRY IT: 


